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Abstract. Consider a network in which n distributed nodes are con-
nected to a single server. Each node continuously observes a data stream
consisting of one value per discrete time step. The server has to continu-
ously monitor a given parameter defined over all information available at
the distributed nodes. That is, in any time step t, it has to compute an
output based on all values currently observed across all streams. To do
so, nodes can send messages to the server and the server can broadcast
messages to the nodes. The objective is the minimisation of communica-
tion while allowing the server to compute the desired output.
We consider monitoring problems related to the domain Dt defined to
be the set of values observed by at least one node at time t. We provide
randomised algorithms for monitoring Dt, (approximations of) the size
|Dt| and the frequencies of all members of Dt. Besides worst-case bounds,
we also obtain improved results when inputs are parameterised according
to the similarity of observations between consecutive time steps. This
parameterisation allows to exclude inputs with rapid and heavy changes,
which usually lead to the worst-case bounds but might be rather artificial
in certain scenarios.

1 Introduction

Consider a system consisting of a huge amount of nodes such as a distributed
sensor network. Each node continuously observes its environment and measures
information such as temperature, pollution or similar parameters. Given such a
system, we are interested in aggregating information and continuously monitor-
ing properties describing the current status of the system at a central server.
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2 Monitoring of Domain-Related Problems in Distributed Data Streams

To keep the server’s information up to date, the server and the nodes can com-
municate with each other. In sensor networks, however, the amount of such
communication is particularly crucial, as communication translates to energy
consumption, which determines the overall lifetime of the network due to limited
battery capacities. Therefore, algorithms aim at minimizing the communication
required for monitoring the respective parameter at the server.

One very basic parameter is the domain of the system defined to be the values
currently observed across all nodes. We consider different notions related to the
domain and propose algorithms for monitoring the domain itself, (approxima-
tions of) its size and (approximations of) the frequencies of values comprising the
domain, respectively. Each of these parameters can provide useful information,
e.g. the information about the (approximated) frequency of each value allows
to approximate very precisely the histogram of the observed values, and this al-
lows to determine (approximations of) several functions of the input, e.g. heavy
hitters, quantiles, top-k, frequency moments or threshold problems.

1.1 Model and Problems

We consider the continuous distributed monitoring setting, introduced by Cor-
mode, Muthukrishnan, and Yi in [1], in which there are n distributed nodes,
each uniquely identified by an identifier (ID) from the set {1, . . . , n}, connected
to a single server. Each node observes a stream of values over time and at any
discrete time step t node i observes one value vti ∈ {1, . . . ,∆}. The server is
asked to, at any point t in time, compute an output f(t) which depends on the
values vt

′

i (for t′ ≤ t, and i = 1, . . . , n) observed across all distributed streams
up to the current time step t. The exact definition of f(·) depends on the con-
crete problems under consideration, which are defined in the section below. For
the solution of these problems, we are usually interested in approximation al-
gorithms. An ε-approximation of f(t) is an output f̃(t) of the server such that
(1−ε)f(t) ≤ f̃(t) ≤ (1+ε)f(t). We call an algorithm that, for each time step, pro-
vides an ε-approximation with probability at least 1−δ, an (ε, δ)-approximation
algorithm. To be able to compute the output, the nodes and the server can com-
municate with each other by exchanging single cast messages or by broadcast
messages sent by the server and received by all nodes. Both types of communica-
tion are instantaneous and have unit cost per message. That is, sending a single
message to one specific node incurs cost of one and so does one broadcast mes-
sage. Each message has a size of O(log∆+log n+log log 1

δ ) bits and will usually,
besides a constant number of control bits, consist of a value from {1, . . . ,∆}, a
node ID and an identifier to distinguish between messages of different instances
of an algorithm applied in parallel (as done when using standard probability
amplification techniques). Having a broadcast channel is an extension to [1],
which was originally proposed in [2] and afterwards applied in [7,8]. For ease of
presentation, we assume that not only the server can send broadcast messages,
but also the nodes. This changes the communication cost only by a factor of at
most two, as a broadcast by a node can always be implemented by a single cast
message followed by a broadcast of the server. Between any two time steps we
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allow a communication protocol to take place, which may use polylogarithmic
O(logc n) rounds, for some constant c. The optimisation goal is the minimisa-
tion of the communication cost, given by the number of exchanged messages,
required to monitor the considered problem.

Monitoring of Domain-Related Functions. In this paper, we consider the
monitoring of different problems related to the domain of the network. The
domain at time t is defined as Dt := {v ∈ {1, . . . ,∆} | ∃i with vti = v}, the set
of values observed by at least one node at time t. We study the following three
problems related to the domain:

• Domain Monitoring. At any point in time, the server needs to know the
domain of the system as well as a representative node for each value of the
domain. Formally, monitor Dt = {v1, . . . , v|Dt|} ⊆ {1, . . . ,∆}, at any point t
in time. Also, maintain a sequence Rt = (j1, . . . , j∆) of nodes such that for
all observed values v ∈ Dt a representative i is determined with jv = i and
vti = v. For each value v /∈ Dt which is not observed, no representative is
given and jv = nil.
• Frequency Monitoring. For each v ∈ Dt monitor the frequency |Nv

t | of
nodes in Nv

t := {i ∈ {1, . . . , n} | vti = v} that observed v at t, i.e. the number
of nodes currently observing v.
• Count Distinct Monitoring. Monitor |Dt|, i.e. the number of distinct

values observed at time t.

We provide an exact algorithm for the Domain Monitoring Problem and (ε, δ)-
approximations for the Frequency and Count Distinct Monitoring Problem.

1.2 Our Contribution

For the Domain Monitoring Problem, an algorithm which uses Θ(
∑
t∈T |Dt|)

messages on expectation for T time steps is given in Section 2. This is asymp-
totically optimal in the worst-case in which Dt ∩Dt+1 = ∅ holds for all t ∈ T .
We also provide an algorithm and an analysis based on the minimum possible
number R∗ of changes of representatives for a given input. It exploits situations
where Dt ∩Dt+1 6= ∅ and uses O(log n ·R∗) messages on expectation.

For an (ε,δ)-approximation of the Frequency Monitoring Problem for T time

steps, we first provide an algorithm using Θ(
∑
t∈T |Dt| 1

ε2 log |Dt|δ ) messages on
expectation in Section 3. We then improve this bound for instances in which
observations between consecutive steps have a certain similarity. That is, for
inputs fulfilling the property that for all v ∈ {1, . . . ,∆} and some σ ≤ 1/2,
the number of nodes observing v does not change by a factor larger than σ be-
tween consecutive time steps, we provide an algorithm that uses an expected

amount of O(|D1|(max(δ, σ)T + 1) 1
ε2 log |D1|

δ ) messages. In Section 4, we pro-
vide an algorithm using Θ(T · 1

ε2 log 1
δ ) messages on expectation for the Count

Distinct Monitoring Problem for T time steps. For instances which exhibit a
certain similarity an algorithm is presented which monitors the problem using

Θ
(

(1 + T ·max{2σ, δ}) log(n)·R∗
|D1|·ε2 log 1

δ

)
messages on expectation.



4 Monitoring of Domain-Related Problems in Distributed Data Streams

1.3 Related Work

The basis of the model considered in this paper is the continuous monitoring
model as introduced by Cormode, Muthukrishnan and Yi in [1]. In this model,
there is a set of n distributed nodes each observing a stream given by a multiset
of items in each time step. The nodes can communicate with a central server,
which in turn has the task to continuously, at any time t, compute a function
f defined over all data observed across all streams up to time t. The goal is to
design protocols aiming at the minimisation of the number of bits communicated
between the nodes and the server. In [1], the monitoring of several functions is
studied in their (approximate) threshold variants, in which the server has to
output 1 if f ≥ τ and 0 if f ≤ (1− ε)τ , for given τ and ε. Precisely, algorithms
for the frequency moments Fp =

∑
im

p
i where mi denotes the frequency of item

i for p = 0, 1, 2 are given. F1 represents the simple sum of all items received so far
and F0 the number of distinct items received so far. Since the introduction of the
model, monitoring of several functions has been studied such as the monitoring
of frequencies and ranks by Huang, Yi and Zhang in [5]. The frequency of an
item i is defined to be the number of occurrences of i across all streams up to
the current time. The rank of an item i is the number of items smaller than i
observed in the streams. Frequency moments for any p > 2 are considered by
Woodruff and Zhang in [9]. A variant of the Count Distinct Monitoring Problem
is considered by Gibbons and Tirthapura in [4]. The authors study a model in
which each of two nodes receives a stream of items and at the end of the streams a
server is asked to compute F0 based on both streams. A main technical ingredient
is the use of so called public coins, which, once initialized at the nodes, provide
a way to let different nodes observe identical outcomes of random experiments
without further communication. We will adopt this technique in Section 4. Note
that the previously mentioned problems are all defined over the items received
so far, which is in contrast to the definition of monitoring problems which we
are going to consider and which are all defined only based on the current time
step. This fact has the implication that in our problems the monitored functions
are no longer monotone, which makes its monitoring more complicated.

Concerning monitoring problems in which the function tracked by the server
only depends on the current time step, there is also some previous work to
mention. In [6], Lam, Liu and Ting study a setting in which the server needs to
know, at any time, the order type of the values currently observed. That is, the
server needs to know which node observes the largest value, second largerst value
and so on at time t. In [10], Yi and Zhang consider a system only consisting of one
node connected to the server. The node continuously observes a d-dimensional
vector of integers from {1, . . . ,∆}. The goal is to keep the server informed about
this vector up to some additive error per component. In [3], Davis, Edmonds
and Impagliazzo consider the following resource allocation problem: n nodes
observe streams of required shares of a given resource. The server has to assign,
to each node, in each time step, a share of the resource that is as least as
large as the required share. The objective is then given by the minimization of
communication necessary for adapting the assignment of the resource over time.
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2 The Domain Monitoring Problem

We start by presenting an algorithm to solve the Domain Monitoring Problem for
a single time step. We analyse the communication cost using standard worst-case
analysis and show tight bounds. By applying the algorithm for each time step,
we then obtain tight bounds for monitoring the domain for any T time steps.
The basic idea of the protocol as given in Algorithm 1 is quite simple: Applied
at a time t with a value v ∈ {1, . . . ,∆}, the server gets informed whether v ∈ Dt

holds or not. To do so, each node i with vti = v essentially draws a value from
a geometric distribution and then those nodes having drawn the largest such
value send broadcast messages. By this, one can show that on expectation only
a constant number of messages is sent.

Furthermore, if applied with v = nil, the server can decide whether v′ ∈ Dt

for all v′ ∈ {1, . . . ,∆} at once with Θ(|Dt|) messages on expectation. To this
end, for each v′ ∈ {1, . . . ,∆} independently, the nodes i with vti = v′ drawing the
largest value from the geometric distribution send broadcast messages. In the
presentation of Algorithm 1, we assume that vti = v is always true if v = nil. Also,
in order to apply it to a subset of nodes, we assume that each node maintains
a value statusi ∈ {0, 1} and only nodes i take part in the protocol for which
statusi = status holds.

Algorithm 1 ConstantResponse(v, status) [for fixed time t]

1. Each node i for which statusi = status and
(
v 6= nil⇒ vti = v

)
hold, draws a value

ĥi from a geometric distribution with success probability p := 1/2.
2. Let hi = min{logn, ĥi}.
3. Node i broadcasts its value in round logn− hi unless a node i′ with vti = vti′ has

broadcasted before.

We have the following lemma, which bounds the expected communication
cost of Algorithm 1 and has already appeared in a similar way in [8] (Lemma III.1).

Lemma 1. Applied for a fixed time t, ConstantResponse(v, 1) uses Θ(1)
messages on expectation if v 6= nil and Θ(|Dt|) otherwise.

In order to solve the domain monitoring problem for T time steps, the server
proceeds as follows: In each step t the server calls ConstantResponse(nil, 1) to
identify all values belonging to Dt as well as a valid sequence Rt. By the previous
lemma we then have an overall communication cost of Θ(|Dt|) for each time step
t. For monitoring T time steps, the cost is Θ(

∑
t∈T |Dt|). This is asymptotically

optimal in the worst-case since on instances where Dt ∩Dt+1 = ∅ for all t, any
algorithm has cost Ω(

∑
t∈T |Dt|).

Theorem 1. Using ConstantResponse(v, 1), the Domain Monitoring Prob-
lem for T time steps can be solved using Θ(

∑
t∈T |Dt|) messages on expectation.
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A Parameterised Analysis

Despite the optimality of the result, the strategy of computing a new solution
from scratch in each time step seems unwise and the analysis does not seem
to capture the essence of the problem properly. It often might be the case that
there are some similarities between values observed in consecutive time steps
and particularly, that Dt ∩ Dt+1 6= ∅. In this case, there might be the chance
to keep a representative for several consecutive time steps, which should be
exploited. Due to these observations we next define a parameter describing this
behavior and provide a parameterised analysis. To this end, we consider the
number of component-wise differences in the sequences of nodes Rt−1 and Rt
and call this difference the number of changes of representatives in time step t.
Let R∗ denote the minimum possible number of changes of representatives (over
all considered time steps T ). The formal description of our algorithm is given in
Algorithm 2. Roughly speaking, the algorithm defines, for each value v, phases,
where a phase is defined as a maximal time interval during which there exists one
node observing value v throughout the entire interval. Whenever a node being
a representative for v changes its observation, it informs the server so that a
new representative can be chosen (from those observing v throughout the entire
phase, which is indicated by statusi = 1). If no new representative is found
this way, the server tries to find a new representative among those observing v
and for which statusi = 0 and ends the current phase. Additionally, if a node
observes a value v at time t for which v /∈ Dt, a new representative is determined
among these nodes. Note that this requires each node to store Dt at any time t
and hence a storage of O(∆).

Theorem 2. DomainMonitoring as described in Algorithm 2 solves the Do-
main Monitoring Problem using O(log n · R∗) messages on expectation, where
R∗ denotes the minimum possible number of changes of representatives.

Proof. We consider each value v ∈
⋃
tDt separately. Let Nt1,t2 := {i | vti =

v ∀t1 ≤ t ≤ t2} denote the set of nodes that observe the value v at each point
in time t with t1 ≤ t ≤ t2. Consider a fixed phase for v and let t1 and t2 be the
points in time where the phase starts and ends, respectively. A phase only ends
in Step 3), hence there was no response from ConstantResponse(v, 1), which
implies Nv

t1,t2 = ∅. Thus, to each phase for v we can associate a cost of at least
one to R∗ and this holds for each v ∈

⋃
tDt. Therefore, R∗ is at least the overall

number of phases of all values.
Next we analyze the expected cost of Algorithm 2 during the considered

phase for v. Let w.l.o.g. Nt1 := Nt1,t1 = {1, 2, . . . , k}. With respect to the fixed
phase, only nodes in Nt1 can communicate and the communication is bounded
by the number of changes of the representative for v during the phase. Let t′i
be the first time after t1 at which node i does not observe v. Let the nodes be
sorted such that i < j implies t′i ≥ t′j . Let a1, . . . , am be the nodes Algorithm 2
chooses as representatives in the considered phase. We want to show that E[m] =
O(log k). To this end, partition the set of time steps t′i into groups Gi. Intuitively,
Gi represents the time steps in which the nodes continuously observe value v
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Algorithm 2 DomainMonitoring

(Node i)

1. Define statusi := 1.
2. If at some time t, vti 6= vt−1

i , then
2.1. If vti /∈ Dt−1, set statusi = 0 and apply ConstantResponse(vti , 0).
2.2. If vti ∈ Dt−1, set statusi = 0. Additionally inform server in case i ∈ Rt−1.
2.3. If server starts a new phase for v = vti , set statusi = 1.

(Server)

[Initialisation]
Call ConstantResponse(nil, 1) to define D0 and for each v ∈ D0 choose a represen-
tative uniformly at random from all nodes which have sent v.

[Maintaining Dt and Rt at time t]
Start with Dt = Dt−1 and Rt = Rt−1 and apply the following rules:

• [Current Phase, (try to) find new representative]
If informed by representative of a value v ∈ Dt−1,
1) Call ConstantResponse(v, 1).
2) If node(s) respond(s), choose new representative among the responding sensors

uniformly at random.
3) Else call ConstantResponse(v, 0). End current phase for v and, if there is

no response, delete v from Dt and the respective representative from Rt.
• [If ConstantResponse(v, 0) leads to received message(s), start new phase]

Start a new phase for value v if message from an application of ConstantRe-
sponse(v, 0) (by Step 3) initialised by the server or initialised in Step 2.1. by a
node) is received. Add or replace respective representative in Rt by choosing a
node uniformly at random from those responding to ConstantResponse(v, 0).

since time t1 and the size of the initial set of nodes that observed v is halved i
times. Formally, Gi contains all time steps t`i−1+1, . . . , t`i (where `−1 := 0 for
convenience) such that `i is the largest integer fulfilling |Nt1,t′`i | ∈ (k/2i+1, k/2i].

Let Si be the number of changes of representatives in time steps belonging to
Gi. We have E[m] =

∑log k
i=0 E[Si]. Consider a fixed Si. Let Ej be the event that

the j-th representative chosen in time steps belonging to Gi is the first one with
an index in

{
1, . . . , b k

2i+1 c
}

. Observe that as soon as this happens, the respective
representative will be the last one chosen in a time step belonging to group Gi.

Now, since the algorithm chooses a new representative uniformly at random
from the index set

{
1, . . . , b k2i c

}
, the probability that it chooses a representative

from
{

1, . . . , b k
2i+1 c

}
is at least 1/2 except for the first representative of v, where

it might be slightly smaller due to rounding errors. Ej occurs only if the first

j − 1 representatives were each not chosen from this set, i.e. Pr [Ej ] ≤
(

1
2

)j−2
.

Hence, E[Si] =
∑
j E[Si|Ej ] · Pr[Ej ] ≤

∑
j j · (

1
2 )j−2 =

∑
j

j
2j−2 = O(1). ut
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3 The Frequency Monitoring Problem

In this section we design and analyse an algorithm for the Frequency Monitor-
ing Problem, i.e. to output (an approximation) of the number of nodes currently
observing value v. We start by considering a single time step and present an
algorithm which solves the subproblem to output the number of nodes that ob-
serve v within a constant multiplicative error bound. Afterwards, and based on
this subproblem, a simple sampling algorithm is presented which solves the Fre-
quency Monitoring Problem for a single time step up to a given (multiplicative)
error bound and with demanded error probability.

While in the previous section we used the algorithm ConstantResponse
with the goal to obtain a representative for a measured value, in this section
we will use the same algorithm to estimate the number of nodes that measure
a certain value v. Observe that the expected maximal height of the geometric
experiment increases with a growing number of nodes observing v. We exploit
this fact and use it to estimate the number of nodes with value v, while still
expecting constant communication cost only. For a given a time step t and a
value v ∈ Dt, we define an algorithm ConstantFactorApproximation as
follows: We apply ConstantResponse(v, 1) with statusi = 1 for all nodes i.
If the server receives the first response in communication round r ≤ log n, the
algorithm outputs ñvconst = 2r as the estimation for |Nv

t |.
We show that we compute a constant factor approximation with constant

probability. Then we amplify this probability using multiple executions of the
algorithm and taking the median (of the executions) as a final result.

Lemma 2. The algorithm ConstantFactorApproximation estimates the
number |Nv

t | of nodes observing the value v at time t up to a factor of 8, i.e.
ñvconst ∈ [|Nv

t |/8, |Nv
t | · 8] with constant probability.

Proof. Let nv be the number of nodes currently observing value v, i.e. nv := |Nv
t |.

Recall that the probability for a single node to draw height h is Pr[hi = h] = 1
2h

,

if h < log n, and Pr[hi = h] = 2
2h

, if h = log n. Hence, Pr[hi ≥ h] = 1
2h−1 for all

h ∈ {1, . . . , log n}.
We estimate the probability of the algorithm to fail, by analysing the cases

that ñvconst is larger than log nv + 3 or smaller than log nv − 3.
We start with the first case and by applying a union bound we obtain Pr[∃i :

hi > log nv + 3] ≤ Pr[∃i : hi ≥ dlog nve+ 3] = nv ·
(

1
2

)dlognve+2 ≤ 1
4 .

For the latter case we bound the probability that each node has drawn a
height strictly smaller than log nv − 3 by Pr[∀i : hi < log nv − 3] ≤

∏
i Pr[hi <

dlog nve − 3] =
(
1− 1

2dlognve−4

)nv ≤ (1− 8
nv

)nv ≤ 1
e8 .

Thus, the probability that we compute an 8-approximation is lower bounded
by Pr

[
nv

8 ≤ 2hi ≤ 8nv
]

= 1−
(
Pr[∃i : hi > log nv+3]+Pr[∀i : hi < log nv−3]

)
≥

1−
(

1
4 + 1

e8

)
> 0.7 ut

We apply an amplification technique to boost the success probability to ar-
bitrary 1 − δ′ using Θ(log 1

δ′ ) parallel executions of the ConstantFactorAp-
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proximation algorithm and choose the median of the intermediate results as
the final output.

Corollary 1. Applying Θ
(
log 1

δ′

)
independent, parallel instances of Constant-

FactorApproximation, we obtain a constant factor approximation of |Nv
t |

with success probability at least 1− δ′ using Θ
(
log 1

δ′

)
messages on expectation.

To obtain an (ε, δ)-approximation, in Algorithm 3 we first apply the Con-
stantFactorApproximation algorithm to obtain a rough estimate of |Nv

t |.
It is used to compute a probability p, which is broadcasted to the nodes, so
that every node observing value v sends a message with probability p. Since
the ConstantFactorApproximation result ñvconst in the denominator of p
is close to |Nv

t |, the number of messages sent on expectation is independent of
|Nv

t |. The estimated number of nodes observing v is then given by the number
of responding nodes n̄v divided by p, which, on expectation, results in |Nv

t |.

Algorithm 3 EpsilonFactorApprox(v ∈ Dt, ε, δ) [for fixed time t]

(Node i)
1. Receive p from the server.
2. Send a response message with probability p.

(Server)
1. Set δ′ := δ

3

2. Call ConstantFactorApproximation(v, δ′) to obtain ñvconst.

3. Broadcast p = min
(

1, 24
ε2ñvconst

· ln 1
δ′

)
.

4. Receive n̄v messages.
5. Compute and output estimated number of nodes in Nv

t as ñv = n̄v/p.

Lemma 3. The algorithm EpsilonFactorApprox as given in Algorithm 3
provides an (ε,δ)-approximation of |Nv

t |.

Proof. The algorithm obtains a constant factor approximation ñvconst with prob-
ability 1− δ′. The expected number of messages is E [n̄v] = nv · p.

We start by estimating the conditional probability that more than (1+ε)nvp
responses are sent under the condition that ñvconst ≤ 8nv and p < 1. In this case
we have p = 24

ε2ñvconst
· ln 1

δ′ ≥
3

ε2nv · ln
1
δ′ , hence using a Chernoff bound it follows

p1 := Pr [n̄v ≥ (1 + ε)nvp |ñvconst ≤ 8nv ∧ p < 1 ] ≤ e−
ε2

3 n
v· 3
ε2nv

·ln 1
δ′ = δ′. Like-

wise the probability that less than (1−ε)nvp messages are sent under the condi-
tion that ñvconst ≤ 8nv and p < 1 is p2 := Pr [n̄v ≤ (1− ε)nvp |ñvconst ≤ 8nv ∧ p < 1 ]

≤ e−
ε2

2 n
v· 3
ε2nv

·ln 1
δ′ ≤ e− 3

2 ln 1
δ′ < δ′. Next consider the case that ñvconst > 8nv and

p < 1 holds. Using Pr [ñvconst > 8nv] ≤ Pr
[
ñvconst > 8nv ∨ ñvconst <

nv

8

]
≤ δ′ and

pi·Pr [ñvconst ≤ 8nv] ≤ pi for i ∈ {1, 2}, Pr [(1− ε)nvp < n̄v < (1 + ε)nvp |p < 1 ] ≥
1 − (Pr [ñvconst > 8nv] + (p1 + p2)) ≥ 1 − 3δ′ = 1 − δ. For the last case p = 1,
we have Pr [(1− ε)nvp < n̄v < (1 + ε)nvp |p ≥ 1 ] = 1, by using n̄v = nv. Now,
Pr [(1− ε)nvp < n̄v < (1 + ε)nvp] ≥ 1− δ directly follows. ut
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Lemma 4. Algorithm EpsilonFactorApprox as given in Algorithm 3 uses
Θ( 1

ε2 log 1
δ ) messages on expectation.

Theorem 3. There exists an algorithm that provides an (ε,δ)-approximation
for the Frequency Monitoring Problem for T time steps with an expected number

of Θ
(∑

t∈T |Dt| 1
ε2 log |Dt|δ

)
messages.

Proof. In every time step t we first identify Dt by applying ConstantResponse
using Θ (|Dt|) messages on expectation. On every value v ∈ Dt we then per-
form algorithm EpsilonFactorApprox(v,ε, δ

|Dt| ), resulting in an amount of

Θ
(
|Dt| 1

ε2 log |Dt|δ

)
messages on expectation for a single time step, while achiev-

ing a probability (using a union bound) of 1 − |D0|δ
|D0| = 1 − δ that in one time

step the estimations for every v are ε-approximations. Applied for each of the T
time steps, we obtain a bound as claimed. ut

A Parameterised Analysis

Applying EpsilonFactorApprox in every time step is a good solution in worst
case scenarios. But if we assume that the change in the set of nodes observing a
value is small in comparison to the size of the set, we can do better.

We extend the EpsilonFactorApprox such that in settings where from
one time step to another only a small fraction σ of nodes change the value
they measure, the amount of communication can be reduced, while the quality
guarantees remain intact. We define σ such that

∀t : σ ≥
|Nv

t−1 \Nv
t |+ |Nv

t \Nv
t−1|

|Nv
t |

.

Note that this also implies that Dt = Dt−1 holds for all time steps t, i.e. the set
of measured values stays the same over time.

The extension is designed so that compared to EpsilonFactorApprox,
also in settings with many changes the solution quality and message complexity
asymptotically does not increase. The idea is the following: For a fixed value v,
in a first time step EpsilonFactorApprox is executed (defining a probability
p in Step 3 of Algorithm 3). In every following time step, up to 1/δ consecutive
time steps, nodes that start or stop measuring a value v send a message to the
server with the same probability p, while nodes that do not observe a change in
their value remain silent. In every time step t, the server uses the accumulated
messages from the first time step and all messages from nodes that started
measuring v in time steps 2 . . . t, while subtracting all messages from nodes that
stopped measuring v in the time steps 2 . . . t. This accumulated message count is
then used similarly as in EpsilonFactorApprox to estimate the total number
of nodes observing v in the current time step. The algorithm starts again if a)
1/δ time steps are over, so that the probability of a good estimation remains
good enough, or b) the sum of estimated nodes to start/stop measuring value v
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is too large. The latter is done to ensure that the message probability p remains
fitting to the number of nodes, ensuring a small amount of communication, while
guaranteeing an (ε, δ)-approximation.

Let n+
t , n

−
t be the number of nodes that start measuring v in time step t or

that stop measuring it, respectively, i.e. n+
t = |Nv

t \ Nv
t−1|, n−t = |Nv

t−1 \ Nv
t |,

and n̄+
t and n̄−t the number of them that sent a message to the server in time

step t. In the following we call nodes contributing to n+
t and n−t entering and

leaving, respectively.

Algorithm 4 ContinuousEpsilonApprox(v, ε, δ)

(Node i)
1. If t = 1, take part in EpsilonFactorApprox called in Step 2 by the server.
2. If t > 1, broadcast a message with probability p if vt−1

i = v ∧ vti 6= v
or vt−1

i 6= v ∧ vti = v.

(Server)
1. Set δ′ := δ2.
2. Set t := 1 and run EpsilonFactorApprox(v, ε/3, δ) to obtain n̄1, p.
3. Output ñ1 = n̄1

p
.

4. Repeat at the beginning of every new time step t > 1:
4.1. Receive messages from nodes changing the observed value to obtain n̄+

t and
n̄−t .

4.2. Break if t ≥ 1/δ or
(∑t

i=1 n̄
+
i +

∑t
i=1 n̄

−
i

)
/p ≥ n̄1/2.

4.3. Output ñt =
(
n̄1 +

∑t
i=1 n̄

+
i −

∑t
i=1 n̄

−
i

)
/p.

5. Go to Step 2.

Lemma 5. For any v ∈ D1, the algorithm ContinuousEpsilonApprox pro-
vides an (ε,δ)-approximation of |Nv

t |.

Lemma 6. For a fixed value v and T ′ = min{ 1
2σ ,

1
δ }, σ ≤

1
2 , time steps, Con-

tinuousEpsilonApprox uses Θ
(

1
ε2 log 1

δ

)
messages on expectation.

Theorem 4. There exists an (ε,δ)-approximation algorithm for the Frequency
Monitoring Problem for T consecutive time steps which uses an amount of

Θ
(
|D1| (1 + T ·max{2σ, δ}) 1

ε2 log |D1|
δ

)
messages on expectation, if σ ≤ 1/2.

Proof. The algorithm works by first applying ConstantResponse(nil,1) to
obtain D1 and then applying ContinuousEpsilonApprox(v, ε, δ/|D1|) for
every v ∈ D1. By Lemma 5 we know that in every time step and for all v ∈ D1,
the frequency of v is approximated up to a factor of ε with probability 1−δ/|D1|.
We divide the T time steps into intervals of size T ′ = min{ 1

2σ ,
1
δ } and perform

ContinuousEpsilonApprox on each of them for every value v ∈ D1. There
are d TT ′ e ≤ 1 + T · max{2σ, δ} such intervals. For each of those, by Lemma 6

we need Θ
((

1 + min{ 1
2σ ,

1
δ }σ

)
· 1/ε2 log |D1|

δ

)
messages on expectation for each
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v ∈ D1. This yields a complexity of Θ
(
|D1| (1 + T ·max{2σ, δ}) 1

ε2 log |D1|
δ

)
due

to min{ 1
2σ ,

1
δ }σ ≤

1
2σ · σ = Θ(1). Using a union bound over the fail probability

for every v ∈ D1, a success probability of at least 1− |D1|δ
|D1| = 1− δ follows. ut

By Theorem 3, trivially repeating the single step algorithm EpsilonFac-

torApprox needs Θ
(
T |D1| 1

ε2 log |D1|
δ

)
messages on expectation for T (because

the number of nodes in Nv
t for any v ∈ D1 is at least Nv

1 /2 in every time step of
that interval). Hence, the number of messages sent when using ContinuousEp-
silonApprox is reduced in the order of max{2σ, δ}.

4 The Count Distinct Monitoring Problem

In this section we present an (ε,δ)-approximation algorithm for the Count Dis-
tinct Monitoring Problem. The basic approach is similar to the one presented in
the previous section for monitoring the frequency of each value. That is, we first
estimate |Dt| up to a (small) constant factor and then use the result to define a
protocol for obtaining an (ε, δ)-approximation. If we could assume that, at any
fixed time t, each value was observed by at most one node, it would be possible
to solve this problem with expected communication cost of O( 1

ε2 log 1
δ ) (per time

step t and per value v ∈ Dt) using the same approach as in the previous section.
Since this assumption is generally not true, we aim at simulating such behaviour
that for each value in the domain only one random experiment is applied. We
apply the concept of public coins, which allows nodes measuring the same value
to observe identical outcomes of their random experiments. To this end, nodes
have access to a shared random string R of fully independent and unbiased bits.
This can be achieved by letting all nodes use the same pseudorandom number
generator with a common starting seed, adding a constant number of messages
to the bounds proven below. We assume that the server sends a new seed in
each phase by only loosing at most a constant factor in the amount of commu-
nication used. However, we can drop this assumption by checking whether there
are nodes that changed their value such that only in rounds in which there are
changes new public randomness is needed. The formal description of the algo-
rithm for a constant factor and an ε-approximation are given in Algorithm 5
and Algorithm 6, respectively.

We consider the access of the public coin to behave as follows: Initialised with
a seed, a node accesses the sequence of random bits R bitwise, i.e. after reading
the j’th bit, the node next accesses bit j + 1. Observe the crucial fact that as
long as each node accesses the exact same number of bits, each node observes the
exact same random bits simultaneously. Algorithm 5 essentially works as follows:
In a first step, each node draws a number from a geometrical distribution using
the public coin. By this, all nodes observing the same value v obtain the same
height hv. In the second step we apply the strategy as in the previous section
to reduce communication if lots of nodes observe the same value: Each node i
draws a number gi from a geometrical distribution without using the public coin.
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Afterwards, all nodes with the largest height gi among those with the largest
height hv broadcast their height hv.

Algorithm 5 ConstantFactorApproximation [for fixed time t]

(Node i, observes value v = vi)
1. Draw a random number hv as follows:

Consider the next∆·logn random bits b1, . . . , b∆·logn from R. Let h be the maximal
number of bits bv·logn+1, . . . , bv·logn+1+h that equal 0. Define hv := min{h, logn}.

2. Let g′i be a random value drawn from a geometric distribution with success-
probability p = 1/2 and define gi = min(g′i, logn) (without accessing public coins).

3. Broadcast drawn height hv in round r = log2 n− (hv − 1) · logn− gi unless a node
i′ has broadcasted before.

(Server)
1. Receive a broadcast message containing height h in round r.
2. Output d̂t = 2h.

Note that only (at most n) nodes that observe value v with hv = maxv′ hv′

may send a message in Algorithm 5. Now, all nodes observing the same value
observe the same outcome of their random experiments determining hv. Hence,
by a similar reasoning as in Lemma 2, one execution of the algorithm uses O(1)
messages on expectation.

Using the algorithm given in Algorithm 5 and applying the same idea as in
the previous section, we obtain an (ε, δ)-approximation as given in Algorithm 6:
Each node tosses a coin with a success probability depending on the constant
factor approximation (for which we have a result analogous to Corollary 1).
Again, all nodes use the public coin so that all nodes observing the same value
obtain the same outcome of this coin flip. Afterwards, those nodes which have
observed a success apply the same strategy as in the previous section, that is,
they draw a random value from a geometric distribution, and the nodes having
the largest height send a broadcast.

Using arguments analogous to Lemmas 3 and 4 and applying EpsilonFac-
torApprox for T time steps, we obtain the following theorem.

Theorem 5. There exists an (ε, δ)-approximation algorithm for the Count Dis-
tinct Monitoring Problem for T time steps using O(T · 1

ε2 log 1
δ ) messages on

expectation.

A Parameterised Analysis

In this section we consider the problem for multiple time steps and parameterise
the analysis with respect to instances in which the domain does not change arbi-
trarily between consecutive time steps. Recall that for monitoring the frequency
from a time step t−1 to the current time step t, all nodes that left and all nodes
that entered toss a coin to estimate the number of changes. However, to identify
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Algorithm 6 EpsilonFactorApprox [for fixed time t]

(Node i)

1. Flip a coin with success probability p = 2−q = c log 1/δ

ε2d̂t
, q ∈ N as follows:

Consider the next ∆ ·q random bits b1, . . . b∆·q. The experiment is successful if and
only if all random bits bv·q+1, . . . , bv·q+q equal 0. The node deactivates (and does
not take part in Steps 2. and 3.) if the experiment was not successful.

2. Draw a random value h′i from a geometric distribution and define hi =
min(h′i, logn) (without accessing public coins).

3. Node i broadcasts its value in round logn− hi unless a node i′ with vti = vti′ has
broadcasted before.

(Server)
1. Let St be the set of received values.
2. Output d̃t := |St|/p

that a node observes a value which was not observed in the previous time step,
the domain has to be determined exactly.

We apply the following idea instead: For each value v ∈ {1, . . . ,∆} we flip
a (public) coin. We denote the set of values with a successful coin flip as the
sample. Afterwards, the algorithm only proceeds on the values of the sample,
i.e. in cases in which a node observes a value with a successful coin flip and
no node observed this value in previous time steps, this value contributes to
the estimate d̃+

t at time t. Regarding the (sample) of nodes that leave the set
of observed values, the DomainMonitoring algorithm is applied to identify
which (sampled) values are not observed any longer (and thus contribute to
d̃−t ). Analogous to Lemma 5, we have the following lemma.

Algorithm 7 ContinuousEpsilonApprox(ε, δ)

1. Compute δ′ = 2 δ2

2. Broadcast a new seed value for the public coin.
3. Compute an (ε, δ′)-approximation d̃1 of |D1| using Algorithm 6. Furthermore, ob-

tain the success-probability p.
4. Repeat for each time step t > 1:

4.1. Each node i applies Algorithm 2 if the observed value vi is in the sample set.
Let d̂−t be the number of values (in sample set) which left the domain and d̂+

t

the number of nodes that join the sample.
4.2. Server computes d̃t = d̃1 +

∑t
i=2 d̂

+
i /p−

∑t
i=2 d̂

−
i /p.

4.3. Break if t = 1/δ or
(∑t

i=2 d̃
+
i +

∑t
i=2 d̃

−
i

)
/p exceeds d̃1/2.

5. Set t = 1 and go to Step 2.

Lemma 7. ContinuousEpsilonApprox achieves an (ε,δ)-approximation of
|Dt| in any time step t.
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For the number of messages, we argue based on the previous section. However,
in addition the DomainMonitoring algorithm is applied. Observe that the size
of the domain changes by at most n/2, and consider the case that this number
of nodes observed the same value v. The expected cost (where the expectation is

taken w.r.t. whether v is within the sample) is O(log n·R∗ ·p) = O( logn·R∗
|D1|ε2 log 1

δ ).

Similar to Theorem 4, we then obtain the following theorem.

Theorem 6. ContinuousEpsilonApprox provides and (ε, δ)-approximation
for the Count Distinct Monitoring Problem for T time steps using an amount of

Θ
(

(1 + T ·max{2σ, δ}) log(n)·R∗
|D1|·ε2 log 1

δ

)
messages on expectation, if σ ≤ 1/2.
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A Appendix

A.1 Omitted Proofs of Section 2

Lemma 1 (Restated). Applied for a fixed time t, ConstantResponse(v, 1)
uses Θ(1) messages on expectation if v 6= nil and Θ(|Dt|) otherwise.

Proof. First consider the case where v 6= nil. Regarding the expected commu-
nication of ConstantResponse(v, 1) we introduce some notation. Let Xi be
a {0, 1}-random variable indicating whether the node i ∈ Nv

t sends a message
to the server, and X :=

∑
Xi. According to the algorithm a sensor i sends a

message if and only if its height hi matches the round specified for that height
and no other sensor i′ has sent its value beforehand. We obtain

Pr [Xi = 1] = Pr [∃r ∈ {1, . . . , log n} : hi = r ∧ ∀i′ ∈ Nv
t \ {i} : hi′ ≤ r]

≤
logn∑
r=1

1

2r

(
1− 1

2r

)nv−1

.

We know that E[Xi] = Pr [Xi = 1] and thus

E[X] ≤ nv ·
logn∑
r=1

1

2r

(
1− 1

2r

)nv−1

.

Observing that f(r) = nv · 1
2r

(
1− 1

2r

)nv−1
has only one extreme point and

f(r) ≤ 2 for all r ∈ [0, log(n)], we use the integral test for convergence to obtain

E[X] ≤ nv ·
logn∑
r=1

1

2r

(
1− 1

2r

)nv−1

≤ nv
∫ logn

0

1

2r

(
1− 1

2r

)nv−1

dr + 2

≤

[
1

ln (2)

(
1− 1

2r

)nv]logn

0

+ 2 ≤ 1

ln (2)
+ 2 < 4.

For the case v = nil we can apply the same argumentation independently for
each value v ∈ Dt. This concludes the proof of the lemma. ut

A.2 Omitted Proofs of Section 3
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Corollary 1 (Restated). Applying Θ
(
log 1

δ′

)
independent, parallel instances

of ConstantFactorApproximation, we obtain a constant factor approxima-
tion of |Nv

t | with success probability at least 1−δ′. This needs Θ
(
log 1

δ′

)
messages

on expectation.

Proof. Choose d = 45
2 ln 1

δ′ to be the number of copies of the algorithm and
return the median of the intermediate results. Let Ij be the indicator variable
for the event that the j-th experiment does not result in an 8-approximation.
By Lemma 2 the failure probability can be upper bounded by a constant, i.e.
Pr [Ij ] ≤ 0.3. Hence, using a Chernoff bound, the probability that at least half
of the experiments do meet the required approximation factor of 8 is

Pr

 d∑
j=1

Ij ≥
1

2
d

 ≤ Pr

 d∑
j=1

Ij ≥
(

1 +
2

3

)
· 0.3 · d


≤ e−( 2

3 )
2· 13 ·0.3·d = e−

2
45 ·d = e−

2
45 ·

45
2 ln 1

δ′ = δ′.

Observe that if at least half of the intermediate results are within the demanded
error bound, so is the median. Thus, the algorithm produces an 8-approximation
of |Nv

t | with success-probability of at least 1− δ′, concluding the proof. ut
Lemma 4 (Restated). Algorithm EpsilonFactorApprox as given in Al-
gorithm 3 uses Θ( 1

ε2 log 1
δ ) messages on expectation.

Proof. Recall that each of the nv nodes sends a message with probability p,
leading to nv · p messages on expectation. First assume that the constant factor
approximation was successful, i.e. n1

8 ≤ ñvconst ≤ 8n1. If p < 1, we have nv · p =
nv 24

ε2ñvconst
·ln 1

δ′ ≤
24·8
ε2 ·ln

1
δ′ = Θ

(
1
ε2 log 1

δ

)
. If p = 1, by definition 24

ε2ñvconst
·ln 1

δ′ ≥
1, hence ñvconst = O

(
1
ε2 · log 1

δ′

)
. Thus, nvp ≤ 8ñvconstp = O

(
1
ε2 · log 1

δ′

)
.

For the case that the constant factor approximation was not successful,
note that Pr

[
ñvconst <

1
8·2in

v
]
≤ 1

e2i+3 holds analogously to the calculation in

Lemma 2. Also, for ñvconst ≥ 1
8·2in

v and p < 1, we have nvp ≤ 8 · 2i · ñvconst ·
24

ε2ñvconst
· ln 1

δ = 2i ·Θ
(

1
ε2 log 1

δ

)
. Similarly, for p = 1, we have nvp ≤ 8 ·2i · ñvconst =

2i ·Θ
(

1
ε2 log 1

δ

)
as in this case, ñvconst = O

(
1
ε2 · log 1

δ′

)
. Hence, we can conclude

E [n̄v] ≤ Θ
(

1

ε2
log

1

δ

)
· Pr

[
ñvconst ≥

1

8
nv
]

+

∞∑
i=0

Pr

[
1

8 · 2i+1
nv ≤ ñvconst <

1

8 · 2i
nv
]
· 2i+1 ·Θ

(
1

ε2
log

1

δ

)

≤ Θ
(

1

ε2
log

1

δ

)(
1 +

∞∑
i=0

2i+1

e2i+3

)
≤ Θ

(
1

ε2
log

1

δ

)(
1 +

∞∑
i=0

2i+1−2i+3

)

≤ Θ
(

1

ε2
log

1

δ

)(
1 +

∞∑
i=0

2−i

)
= Θ

(
1

ε2
log

1

δ

)
.

ut
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Lemma 5 (Restated). For any v ∈ D1, the algorithm ContinuousEpsilon-
Approx provides an (ε,δ)-approximation of |Nv

t |.

Proof. By the same arguments as in Lemma 3, we obtain an (ε,δ′)-approximation
of n1. In any further time step we compute our estimate over the sum of all
received messages (n̄1, arrivals and departures). If too many nodes change their
measured value, we redo a complete estimation of the nodes in Nv

t .
Recall that ñt is the random variable giving the estimated number of nodes

by the algorithm, and ñ+
t = n̄+

p , ñ
−
t = n̄−

p are the random variables giving the
estimated arrivals and departures in that time step. We look at any time step
t > 1 where the restart criteria are not met: Since ñt = ñ1 +

∑t
i=2

(
ñ+
i − ñ

−
i

)
and the linearity of expectation, for any time t ≥ 1 we can use a Chernoff bound
as in Lemma 3 to show that the estimation is an (ε, δ′)-approximation.

Using a union bound on the fail probability of up to 1/δ time steps, we get
a 1− 1

δ · δ
′ = 1− δ probability of having a correct estimation in any time step.

ut

Lemma 6 (Restated). For a fixed value v and T ′ = min{ 1
2σ ,

1
δ }, σ ≤

1
2 , time

steps, ContinuousEpsilonApprox uses Θ
(

1
ε2 log 1

δ

)
messages on expectation.

Proof. The message complexity depends on the initial size |Nv
1 | and on the

number of nodes leaving and entering Nv in those time steps, which is bounded
by σ. If EpsilonFactorApprox obtained a correct probability p in Step 1, i.e.
p = Θ( 1

n1
), the expected number of messages (in case p < 1) is

E

 T ′∑
t=1

n̄t

∣∣∣∣∣∣ p = Θ

(
1

n1

) = E

n̄1 +

T ′∑
i=2

n̄+
i + n̄−i

∣∣∣∣∣∣ p = Θ

(
1

n1

)
=

n1 +

T ′∑
i=2

n+
i + n−i

 p ≤ (n1 + T ′σn1) p

= n1 (1 + T ′σ) · 24 · 1

ε2ñvconst

ln
1

δ′

= Θ

((
1 + min

{
1

2σ
,

1

δ

}
σ

)
· 1/ε2 log

1

δ

)
.

Considering the case where EpsilonFactorApprox estimated wrong, the mes-
sage complexity could increase greatly if the probability p is too large for the
actual number of nodes (i.e. an underestimation leads to high message complex-
ity). But the probability to misestimate by some constant factor (which would
increase the message complexity by that factor) decreases exponentially in this
factor (as shown in Lemma 4 for EpsilonFactorApprox), leaving the expected
number of messages to be Θ

((
1 + min

{
1

2σ ,
1
δ

}
σ
)
· 1
ε2 · log 1

δ

)
= Θ

(
1
ε2 log 1

δ

)
.
ut
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